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Abstract. Rapid and ongoing change creates novelty in ecosystems everywhere, both
when comparing contemporary systems to their historical baselines, and predicted future
systems to the present. However, the level of novelty varies greatly among places. Here we
propose a formal and quantifiable definition of abiotic and biotic novelty in ecosystems, map
abiotic novelty globally, and discuss the implications of novelty for the science of ecology and
for biodiversity conservation. We define novelty as the degree of dissimilarity of a system,
measured in one or more dimensions relative to a reference baseline, usually defined as either
the present or a time window in the past. In this conceptualization, novelty varies in degree, it
is multidimensional, can be measured, and requires a temporal and spatial reference. This
definition moves beyond prior categorical definitions of novel ecosystems, and does not
include human agency, self-perpetuation, or irreversibility as criteria. Our global assessment of
novelty was based on abiotic factors (temperature, precipitation, and nitrogen deposition) plus
human population, and shows that there are already large areas with high novelty today
relative to the early 20th century, and that there will even be more such areas by 2050.
Interestingly, the places that are most novel are often not the places where absolute changes
are largest; highlighting that novelty is inherently different from change. For the ecological
sciences, highly novel ecosystems present new opportunities to test ecological theories, but also
challenge the predictive ability of ecological models and their validation. For biodiversity
conservation, increasing novelty presents some opportunities, but largely challenges.
Conservation action is necessary along the entire continuum of novelty, by redoubling efforts
to protect areas where novelty is low, identifying conservation opportunities where novelty is
high, developing flexible yet strong regulations and policies, and establishing long-term
experiments to test management approaches. Meeting the challenge of novelty will require
advances in the science of ecology, and new and creative conservation approaches.

Key words: Anthropocene; biodiversity; Centennial Paper; conservation; global change; no-analog;
novel climates; novel ecosystems; novelty.

INTRODUCTION

I’ve a feeling we’re not in Kansas anymore.

—Dorothy, The Wizard of Oz

The world is changing fast, and many places are

moving into uncharted territory. Since the founding of

the Ecological Society of America, 100 years ago, global
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human population has tripled (United Nations Popula-

tion Division 1999), atmospheric CO2 has increased by

25% (Ciais et al. 2013), and extinction rates are now

approximately 1000 times higher than geological back-

ground (Pimm et al. 2014). In the future, rates of these

changes and many others, such as species invasions,

nitrogen deposition, and climate change, may rise even

more. One expected result of these changes is the

emergence of abiotic and biotic conditions that are

outside the historical range of variability of a given place

(Mora et al. 2013), and sometimes without analog

anywhere on the planet either today or in the past

(Williams and Jackson 2007). In other words, many

ecosystems and places are not just changing, but they are

also becoming increasingly novel.

Paleoecology, biogeography, and restoration ecology

have grappled with the issue of novelty. Paleoecology

and biogeography have focused on rising novelty in

species associations due to the individualistic responses

of species to climate change (Williams and Jackson 2007,

Garcia et al. 2014). As novelty rises in abiotic

conditions, such as climate, species are expected to

reshuffle into novel associations, as they have in the past

(Jackson and Overpeck 2000, Williams and Jackson

2007). Restoration ecology has focused on the contem-

porary rise of ‘‘novel ecosystems,’’ typically stemming

from introduced species and the legacies of land use

(Lugo and Helmer 2004, Hobbs et al. 2006, 2009, 2013),

and resulting changes in the biotic composition relative

to a historical baseline (Lugo and Helmer 2004, Cramer

et al. 2008, Lugo 2009).

Defining novel ecosystems categorically in a way that

clearly differentiates them from non-novel ecosystems

has proven to be difficult (Hobbs et al. 2013, Kueffer

2014, Morse et al. 2014). Proposed criteria include

human agency as the critical trigger (Hobbs et al. 2006)

and self-perpetuation after passing a threshold beyond

which it is impossible to restore novel ecosystems (unlike

‘‘hybrid ecosystems’’ that can be restored back to a

historical state [Hobbs et al. 2006, 2009]). These

definitions of novel ecosystems have received substantial

pushback on multiple grounds (Murcia et al. 2014).

Some criteria, such as self-perpetuation, are very hard to

identify, while the ability to restore a system may depend

more on available management resources rather than on

intrinsic properties of the ecosystem itself. At a more

fundamental level, the underlying conflict is whether

novel ecosystems represent the ‘‘new ecological world

order’’ and an opportunity for conservation and natural

resource management that should be embraced (Hobbs

et al. 2006), or if the entire concept of novel ecosystems

is nothing more than a ‘‘Get-Out-of-Jail-Free Card’’ for

companies, a ‘‘Trojan horse’’ for conservation with

dangerous implications for conservation policy and

action (Simberloff et al. 2015).

Although the conceptualization of novel ecosystems

as currently put forward has limitations, there is ample

evidence for novelty in ecosystems. Species invasions

and land use have pushed the species composition of

many ecosystems to highly novel states relative to

historical baselines, and climate change, shifts in

nutrient cycling, and other environmental changes are

moving the abiotic conditions of many ecosystems to

highly novel states as well (see The rise of novelty in

ecosystems: Case studies). We suggest that attempts to

separate novel ecosystems categorically from those that

are not are bound to fail. We argue that the rise of

novelty in ecosystems is pervasive but occurs along a

continuum, with some ecosystems more novel than

others. This conceptual framework lends itself well to

dissimilarity-based quantitative frameworks to measure

novelty in multiple environmental and anthropogenic

dimensions of current and future novelty (see Global

mapping). We do not use human agency as a criterion

for novelty because the effects of human agency on

contemporary ecosystems are now so pervasive that

there is no meaningful way to identify ecosystems

lacking any human touch (Cronon 1995), and novelty

in species composition is the expected response to any

large-scale environmental change, even in the absence of

human activity (Lugo 2013). However, human agency is

certainly one, if not the, major driver of the rise of

novelty today.

We define novelty as the degree of dissimilarity of a

system, measured in one or more dimensions relative to a

reference baseline, usually defined as either the present or

a time window in the past. Defining novelty requires

specifying a reference baseline and the dimensions of

interest. This means novelty exists along a continuum,

and while it is pervasive, it is much higher in some places

than others. Novelty occurs in multiple dimensions, both

abiotic and biotic. For example, abiotic novelty can result

from changes in climate, atmospheric nitrogen deposi-

tion, or the environmental changes associated with

greater human population density. Biotic novelty can

result from changes in species composition, structure, or

ecological processes. Abiotic novelty can cause biotic

novelty (Chapin and Starfield 1997,Williams and Jackson

2007, Bogan and Lytle 2011, Correa-Metrio et al. 2012),

but the extent to which this happens is system- and

process-specific. At the same time, biotic novelty can

occur without abiotic novelty, e.g., a nonnative species

introduction may create novelty in species composition

while abiotic conditions remain essentially unchanged.

Hence, rigorously measuring novelty requires explicit

definition of the relevant variables.

Novelty is distinct from change, and places that

change the most are not necessarily the most novel. For

example, temperature increases over the past century

have been highest in the Arctic. However, the Arctic also

has a very high temperature variability at seasonal to

interannual timescales, and the magnitude of warming is

small compared to regional variability. Furthermore, as

the Arctic warms, its temperatures become similar to

temperature regimes elsewhere in the world. Thus, while

rates of climate change in the Arctic are high, its thermal
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novelty may be low, at least at a global scale (Williams et

al. 2007). In contrast, the absolute rates of temperature

rises in the tropics are much smaller, but, as the tropics

warm, they shift towards a state for which there is no

recent precedent elsewhere on the planet, making

climates there historically novel (Fig. 1; Williams et al.
2007, Mora et al. 2013, Garcia et al. 2014). Lack of

novelty does not reduce concerns about the ecological

effects of Arctic climate change, but does indicate that

Arctic temperature changes may be less of a venture into

the unknown than are tropical temperature rises.

When assessing novelty, the crucial question is: novel

relative to what? The reference baseline has to be defined

in both space and time. Spatially, it is crucial to define
whether an ecosystem is highly novel relative to prior

ecosystems in its particular location or to ecosystems in

the same region, continent, or even globally. Tempo-

rally, one important baseline is the historical baseline

(Fig. 1), for which the definition varies by place and

culture, but which is often placed near a proposed start
of the Anthropocene, ca. AD 1800 (Steffen et al. 2011).

This baseline represents the recent environmental

changes to ecosystems that are reasonably well charac-

terized in the scientific literature, and have been

managed in recent experience. A second relevant

temporal baseline is the evolutionary baseline (Fig. 1),

i.e., the ecosystems that have existed over the last several

million years. The evolutionary baseline represents the

range of conditions that lineages leading to current

species of higher orders have experienced, adapted to,

and survived during their evolution (Bartlein and

Prentice 1989). If novelty is high relative to the evolu-
tionary baseline, then species are more likely to have

limited adaptive capacity to these new conditions

(Corlett 2012). Other baselines could be used, such as

a baseline placed prior to the late Quaternary extinctions

of megafauna and the ecological effects stemming from

their losses (Gill et al. 2012, Doughty et al. 2013).

Why is novelty important and why is it important to

measure? From a scientific perspective, highly novel
ecosystems are paradoxical: they offer us new systems to

study and opportunities to test ecological theories, while

often reducing our confidence in future forecasts. From

a management perspective, a challenge of novelty is that

as the future looks less and less like the past, historical

baselines become an increasingly tenuous management
goal. This does not mean that historical baselines

become irrelevant; indeed our definition of novelty

emphasizes the need to assess change relative to a

baseline. However, high abiotic novelty may make it

increasingly difficult, for example, to maintain protected

areas in their current state, or to restore ecosystems to a

FIG. 1. Historical vs. evolutionary baselines. Some ecosystems or environmental conditions are highly novel with respect to the
historical past (defined as the last several centuries), while others are unusual with respect to the evolutionary past (defined as the
conditions present during the evolutionary lifetime of contemporary species). The historical time period is relevant because it is the
primary basis for direct scientific observation and management experience, while the evolutionary baseline is relevant for assessing
the adaptation capacity of species to, e.g., temperatures expected by AD 2100. For example, urban ecosystems are highly novel
from an evolutionary perspective, leading to new emergent species interactions, while being relatively normal in the context of the
last several centuries. Conversely, there are many geological analogs for projected temperatures by AD 2050, but this earth system
state is outside direct societal experience. Some variables, e.g., current levels of human population and rates of atmospheric
nitrogen deposition, have no precedent in either the historical or evolutionary past. The approximate position of our case studies
relative to the two baselines is also shown (Parthenium, Puerto Rico forests, Isle Royal, Great Lakes, and Coral Triangle). See The
rise of novelty in ecosystems: Case studies.
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historical baseline or trajectory (Harris et al. 2006,

Hobbs et al. 2006; but see Murcia et al. 2014). Hence,

conservation and restoration goals may have to be

reassessed where novelty is high.

In summary, in our conceptualization, novelty is

everywhere, but at varying degrees, it occurs in many

abiotic and biotic dimensions, it can and should be

quantified, and it is only meaningful to talk about levels

of novelty relative to a specific temporal and spatial

baseline. Over the last century, high novelty has

primarily been due to biotic processes, e.g., the spread

of nonnative species, and land use change. In the coming

century, abiotic drivers such as climate are likely to be

the main cause for rising novelty. In the following

sections, we illustrate our conceptualization of novelty

with a series of case studies, show how at least some

dimensions of novelty can be quantified and mapped,

then discuss the implications of rising novelty for the

science of ecology and for conservation practice.

THE RISE OF NOVELTY IN ECOSYSTEMS: CASE STUDIES

To illustrate the themes and contrasts that we

highlight as central to characterizing novelty, including

the role of biotic vs. abiotic factors as causes of

novelty, we describe five case studies of ecosystems

where novelty is either already high or is expected to

become so, where there are differences in historical vs.

evolutionary novelty, and describe how unintentional

and intentional human action has contributed to

novelty in these ecosystems. We did not attempt to

account for every aspect of change at every timescale,

but rather focused on a dominant aspect of novelty to

highlight the different ways in which novelty has

occurred and will continue in the future. An over-

arching theme is the pervasiveness of the rise of novelty

in these ecosystems, even in those carefully managed to

preserve wildness.

Parthenium rangelands

Our first example is a highly novel rangeland

ecosystem, where novelty is caused by the spread of a

nonnative species. Parthenium hysterophorus (L.) (Fig.

2a) is a noxious forb (Asteraceae) native to the American

tropics that has been widely dispersed since the 1950s

(Fig. 2b) through food grains (including via food aid

programs) and contaminated pasture seed (Kohli et al.

2006). The species is a major weed in rangelands in

Australia and India, and of increasing concern in

countries bordering India, and in eastern and southern

Africa. Once introduced, Parthenium tends to dominate

large areas because of its allelopathy (McFadyen 1992).

One reason for the success and dominance of Parthe-

nium, similar to many other nonnative plants, is its use

of ‘‘novel weapons,’’ i.e., biochemicals that native

species had never previously encountered (Callaway

and Ridenour 2004).

Areas invaded by Parthenium provide substantially

lower ecosystem services. Forage production can de-

crease up to 90% (Nath 1988), and Parthenium can cause

allergic skin reactions, lesions in the mouth and

intestines, and death of livestock foraging on invaded

rangelands. Cattle grazing on even mildly infected areas

produce milk and meat unfit for human consumption

(Kohli et al. 2006).

Eradication of Parthenium and the restoration of

invaded areas has proven to be challenging, and may

only be feasible locally (Adkins and Shabbir 2014).

Control with herbicides requires high concentrations,

and Parthenium can regenerate from underground parts

(Kohli et al. 2006). Hence, Parthenium rangelands are an

example of an ecosystem, present today, that is highly

novel in terms of its species composition and relative to

an evolutionary baseline, given its mixture of formerly

biogeographically separated species. Parthenium is also

an example of novelty with substantial undesirable

outcomes and where accepting the rise of novelty is

tantamount to accepting the loss of biodiversity, and

ecosystem services (Murcia et al. 2014, Wuerthner et al.

2014).

Puerto Rico

We next turn to an example in which the mixture of

native and nonnative species has also produced highly

novel species compositions relative to an evolutionary

baseline, but these have potentially high conservation

value. In the 1820s, pastures covered approximately

55% of the Caribbean island of Puerto Rico, by 1900

more than 75% of the island was deforested (Wads-

worth 1950), and in the 1940s, forests covered only

,10% of the island, with most of the coastal plains

and mountain slopes used for sugarcane, pasture,

coffee, and subsistence farming. Changes in the

political status and economy of Puerto Rico in the

late 1940–1950s resulted in large-scale agricultural

abandonment (Rudel et al. 2000), followed by mostly

unassisted growth of early-successional forests, espe-

cially in the central mountains. Forest cover increased

to 30% in 1980, 41.6% in 1992, and to 50–57% in the

early 2000s (Brandeis et al. 2007). Early stages of

forest succession on former agricultural and pasture

lands are heavily dominated by nonnative tree species

(Lugo and Helmer 2004). The biotic novelty of these

forests is high, with introduced species accounting for

up to 60% of the importance value in dry post-

agricultural forests of southwestern Puerto Rico (Fig.

2c). However, these forests are providing habitat for

native forest bird species (Lugo et al. 2012), and these

birds are contributing to the reestablishment of native

trees through their role as seed dispersers (Martinez

2010).

The forests on the former sugarcane fields of Puerto

Rico, like the Parthenium example, thus represent highly

novel ecosystems from an evolutionary perspective. Key

agents of novelty are the introduction of forest species

and the legacies of past land use. However, unlike the

Parthenium example, several benefits may accrue with the
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emergence of novelty here. Nonnative trees are restoring

many of the ecosystem functions of the native forests that

existed prior to deforestation. Scientifically, the Puerto

Rico forests and similar tropical secondary forests offer

opportunities to test theories about species coexistence

and ecosystem function in the absence of deep co-

evolutionary relationships among many species pairs

(Mascaro et al. 2011, Atkinson andMarin-Spiotta 2015).

In this case, high biotic novelty may thus represent an

opportunity for ecological science, species conservation,

and restoration, highlighting that management response

to novelty needs to be site specific and nuanced.

FIG. 2. Visuals related to our case studies including (a) Parthenium hysterophus, (b) the native distribution of Parthenium in
dark green, and its introduced distribution in light green (data courtesy of S. Adkins), (c) modeled levels of novelty in the forests of
Puerto Rico based on the presence of introduced tree species in survey plots (adapted fromMartinuzzi et al. 2013; in this study from
Puerto Rico, novelty was modeled based on the percentage of trees in survey plots that were introduced species), (d) changes in sea
surface temperature in the Coral Triangle from 1985 to 2006 (from Penaflor et al. 2009), (e) density of road crossings for streams in
the Great Lakes watershed (adapted from Januchowski-Hartley et al. 2013), (f ) the location of Isle Royale in Lake Superior, and
(g) the time series of wolves and moose on Isle Royale (data courtesy of J. Vucetich).
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Coral Triangle

In our third case study, we focus on the Coral

Triangle of the Indo-Pacific as an example of an

ecosystem likely to be transformed by the rise of

novelty in at least two key abiotic variables: seawater

temperatures and pH (Fig. 2d). The Coral Triangle

encompasses one-third of the world’s coral reefs, and

three quarters of all coral species (Burke et al. 2012). At

the same time, the Triangle is home to 120 million

people, many of whom depend on the reef ecosystems

for food, income, and cultural services (Hoegh-Guld-

berg et al. 2007), but coastal development, pollution,

and overfishing pose additional threats (Burke et al.

2012).

By 2050–2100, atmospheric temperatures and CO2

concentrations will certainly be higher than at any other

point within the past 800 000 years (Hoegh-Guldberg et

al. 2007). Sea surface temperatures in the Coral Triangle

are rising by 0.28C per decade (Penaflor et al. 2009), and

projected to increase by 18–48C by 2100. Increases of

28C are likely to eliminate most reefs (Hoegh-Guldberg

et al. 2009) because rising seawater temperatures cause

coral bleaching. Indirect consequences of bleaching

include a higher vulnerability of corals to disease and

bioeroders (e.g., parrotfish), and loss of habitat for fish

and other biota.

In addition to warming, ocean acidification threatens

coral reef ecosystems. Between 2020 and 2050, seawater

pH in the Coral Triangle is expected to decline to or fall

below levels required for corals to maintain CaCO3 reef

structures (Hoegh-Guldberg et al. 2009). Even before

that threshold is reached, ocean acidification will cause

lower growth rates and coral densities, increased

exposure to eroder fishes, reduced structural complexity,

reduced habitat quality and diversity, and reduced

reproductive success of coral. Unfortunately, adaptation

of corals to temperature increases and acidification is

unlikely to match the high rates of change in pH and

temperature.

In summary, abiotic conditions in the Coral Triangle

may not yet be highly novel, but have already changed

substantially (Penaflor et al. 2009), and these changes are

expected to continue through 2100, resulting in high

abiotic novelty relative to conditions within the past

800 000 years (Hoegh-Guldberg et al. 2007). These

changes in abiotic conditions are essentially uncontrol-

lable by local resource managers. The future of the Coral

Triangle in the face of high abiotic novelty is highly

uncertain, and the potential for surprises and unintended

consequences of management actions is high.

Great Lakes

The North American Great Lakes and their tribu-

taries offer an example of a highly complex socio-

ecological system in which high levels of novelty are at

least partly intentional. Here, one major dimension of

novelty is the diminished ecological connectivity of

stream networks due to the construction of hundreds of

thousands of dams and road crossings (Fig. 2e).

The Great Lakes basin is the single largest freshwater

ecosystem in the world, containing 21% of the world’s

surface freshwater, and home to 33.5 million people with

high dependence on a variety of lake-derived ecosystem

services. Prior to European settlement in the 19th

century, large breeding migrations of native fishes

extended far inland. Today, Great Lakes tributaries

are fragmented by nearly 8000 dams and 268 000 road

crossings (Januchowski-Hartley et al. 2013). These

structures block critical movements of native fishes such

as lake sturgeon (Acipenser fulvescens), and influence

water temperature and the downstream flux of water,

sediment, and nutrients (Ligon et al. 1995).

Many stream barriers were put in place intentionally

to provide navigation, flood control, recreational

services (Ligon et al. 1995), and nonnative species

control (Lavis et al. 2003). Reservoirs can support

economically important recreational fisheries, and rec-

reational fishing hotspots when migratory fish congre-

gate below them. Furthermore, dams can limit the

runoff of agricultural sediments and nutrients into the

Great Lakes.

Removing dams and improving culverts helps restore

aquatic connectivity for native migratory species, but in

some cases this may increase other aspects of novelty.

While barriers cause high novelty in terms of reduced

hydrological connectivity, they also stem the rise of

novelty by restricting the spread of pathogens, such as

viral hemorrhagic septicemia, and nonnative species, like

sea lampreys (Petromyzon marinus). Sea lampreys were

one of the main reasons for the collapse of lake trout

populations, and the impact of sea lampreys would be

worse if they were able to access the breeding habitat

upstream of impassable dams and road crossings

(Neeson et al. 2012).

The Great Lakes are a large and complex ecosystem,

and the drivers and manifestation of novelty in the Great

Lakes are similarly complex, arising from the interac-

tions among altered hydrological, connectivity, species

introductions, and the joint responses of native aquatic

species to these changes. In the Great Lakes, with its

high levels of intentional novelty in stream network

connectivity (relative to historical baselines), manage-

ment choices are thus far from obvious. Restoring prior

landscape connectivity would likely have substantial

unintended consequences, due to the spread of non-

native species and pathogens, and cause the loss of new

ecosystem services. In the prior three examples, the rise

in novelty was unintentional, and reversing novelty may

be socially acceptable or even desirable, even if difficult

to achieve in practice. In the Great Lakes ecosystem,

much of the current novelty emerges directly from

intentional alterations of ecosystems by humans, with

the goal of providing specific ecosystem services, and

reversing novelty would likely face strong opposition.
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Isle Royale

Our last example highlights the pervasiveness of
novelty and the vexing question that even low levels of

novelty pose for science and conservation. In the middle
of Lake Superior, the largest and northern-most of the

Great Lakes in North America, lies Isle Royale (Fig. 2f).
It is the least visited of all the National Parks in the

conterminous United States, a place designated to let
ecological processes run their course, and where the

population dynamics of predators and prey, in this case
wolves (Canis lupus) and moose (Alces alces), have been

studied for over 60 years (Fig. 2g), shortly after wolves
recolonized the island (Peterson et al. 1998). However,

the wolf population is on the brink of extirpation,
struggling against genetic bottlenecks, introduced patho-

gens transmitted by dogs, winters too warm to form an
icebridge to allow wolves to migrate to the island, and

development along the Canadian shore that makes such
migration events less likely even if there was enough ice
(Mlot 2013). This makes Isle Royale both a place as

pristine as one can find today in the conterminous
United States, and one that is fundamentally changed by

nonnative pathogens, climate change, and intensifying
land use on nearby shores. Again, management

responses are far from clear. As the wolves are
threatened by extirpation, what is the right conservation

action? To let natural processes run their course and Isle
Royale lose its wolves, or to assist their migration from

the mainland with crates and boats? Given the scientific
value of the long-term study on the cycles of predator

and prey, which management actions would result in the
greatest scientific understanding: to accept the loss of the

top predator and monitor changes or to preserve the
cycles of wolves and moose? There are no easy answers

(Mlot 2013). Isle Royale is still very much a wild
ecosystem, with very close similarities to historical
counterparts, yet even Isle Royale is changing, along

trajectories subtly different from historical precedents,
making conservation decisions difficult.

Our case studies highlight the large range in the levels
of novelty from fairly minor (Isle Royale) to very high

(Parthenium, and Puerto Rico). High levels of novelty
can result from either abiotic (Coral Triangle), or biotic

change (Parthenium), or both (Great Lakes). Some
places are already highly novel relative to both an

evolutionary and a historic baseline (Puerto Rico), while
others will become highly novel in the future (Coral

Triangle). High levels of novelty can have negative
effects on biodiversity and ecosystem function (Parthe-

nium), even when novelty is intentional (Great Lakes),
while other highly novel ecosystems offer conservation

opportunities (Puerto Rico). At the same time, even low
levels of novelty can present major conundrums for

conservation (Isle Royale). Taken together, our case
studies demonstrate the need for a conceptualization of
novelty in ecosystems that captures the reality that

novelty is present everywhere but at varying levels, that
novelty is increasing in many places, that novelty is

multidimensional with the relevant variables varying

among ecosystems, and that assessing novelty requires a

temporal and spatial reference.

QUANTIFYING AND MAPPING LEVELS OF PRESENT AND

FUTURE NOVELTY WORLDWIDE

Conceptualizing novelty as a continuous variable

lends itself to quantitative assessments using metrics

drawn from community ecology and paleoecology (Fig.

3). In the following, we present a global assessment of

terrestrial, abiotic novelty, both for the present and for

the projected future, to illustrate one approach to

measuring novelty and to highlight both the spatial

variability in levels of novelty and the rise of novelty

from now to the future. We focus on novelty in abiotic

factors plus human population, because these factors

have been key determinants of the emergence of novelty

in ecosystems (Jackson and Overpeck 2000, Williams

and Jackson 2007). Moreover, abiotic novelty is

FIG. 3. Novelty can be quantified by calculating the
distance (dij) between entity i and every member j of baseline
set S for a set of abiotic or biotic variables of interest, e.g.,
winter minimum temperature, rates of nitrogen deposition,
species richness, or the abundances of individual species. The
degree of novelty is then defined as the minimum distance
(di,min), i.e., the distance between i and its closest counterpart in
set S. Entity i is defined to be ‘‘no-analog,’’ i.e., have no analog
to any entity in set S, if di,min is greater than a dissimilarity
threshold defined by the analyst. In this example, blue dots
indicate members of set S and red dots 1, 2, 3 indicate three
entities for which their novelty relative to S is being evaluated.
Thin black lines indicate the distances (d1j) between entity 1 and
selected members of entity S. Thick red lines indicate the
minimum distance (dmin) for entities 1, 2, and 3 to their closet
analogs in S. Entity 1 has no close analog anywhere in set S,
and so receives a high novelty score (i.e., a high dmin).This
example shows two variable dimensions (with the novelty of
entity 1 attributable to the x-axis variable), but the approach
can be extended to multiple variables using standard metrics of
multivariate dissimilarity (Legendre and Legendre 1998).
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typically a factor that a conservationist or land manager

cannot control. Thus high abiotic novelty presents a

challenge different, for example, from high biotic

novelty due to a nonnative species, which management

actions may be able to limit.

In our global assessment, we quantified novelty based

on three abiotic variables (temperature, precipitation,

and atmospheric nitrogen deposition) plus human

population. These variables have powerful direct and

indirect effects on biodiversity and ecosystem function,

have changed greatly over the last century, and are

projected to continue to change. We assessed novelty

only for terrestrial areas, not the oceans or inland

waters. Our resulting maps of novelty based on abiotic

factors and human populations do not necessarily imply

patterns of biotic novelty, but rather an integrated set of

factors likely to cause high biotic novelty, either in the

present (due to historical changes) or the near future

(due to projected changes). Others have made maps of

climate novelty (Williams and Jackson 2007, Williams et

al. 2007, Garcia et al. 2014). Our main new contribu-

tions here were to, first, create an index that combines

abiotic and anthropogenic drivers of novelty and,

second, compare patterns of novelty today relative to

a historical baseline vs. those in the future relative to

today.

We measured novelty relative to two temporal base-

lines: present novelty relative to a historical baseline and

projected future novelty relative to the present. We

obtained data for three time periods: historical (late 19th

to early 20th century), present (late 20th to early 21st

century), and future (mid 21st century). The spatial

extent of our reference baseline is global, in order to

identify globally novel configurations of climatic and

anthropogenic drivers of ecosystem change. We meas-

ured novelty by calculating, for each 0.58 grid cell, its

dissimilarity to all grid cells in the reference baseline

(e.g., a single modern grid cell vs. all late-19th century

grid cells) and retaining the minimum dissimilarity.

Higher minimum dissimilarities indicate higher novelty

relative to the baseline. The use of minimum dissim-

ilarity scores to quantify novelty has become increas-

ingly common in climate change science, with

standardized Euclidean and Mahalanobis being the

most popular distance metrics (Williams et al. 2007,

Garcia et al. 2014). We first calculated the dissimilarities

between all pairwise comparisons of historical vs.

modern grid cells, and modern vs. projected grid cells,

using the standardized Euclidean distance (SED)

SEDij ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R
n

k¼1

ðbki � akiÞ2

s2
kt

s
:

The index k refers to each of the indicator variables and

defines the multivariate space; here n ¼ 4 (temperature,

precipitation, global population, and atmospheric nitro-

gen deposition). The term akj gives the value of variable k

at grid cell aj drawn from the baseline reference set, which

is the set of all historical grid cells for the assessment of

present novelty, and the set of all modern grid cells for the

assessment of future novelty. The term bkj is the value of k

for grid cell j, for which novelty is being assessed.

For the assessment of present novelty, all grid cells bj
are drawn from the modern data set, while for the

assessment of future novelty, all grid cells bj are drawn

from the future projected data set. The skt are the

standard deviation of k across all terrestrial grid cells (i.e.,

across space) for baseline time period t. Dividing each

variable by its variance (s2
kt) standardizes all variables to a

common scale and effectively downweights variables with

high spatial heterogeneity, i.e., differences between grid

cells are considered important only if they are large

relative to background heterogeneity.

Temporal variability is generally preferred for stand-

ardizing variables, because it scales differences relative to

the temporal environmental heterogeneity experienced by

organisms at a location (Williams et al. 2007), but

interannual data were not available for the population

and nitrogen data, which is why we relied on spatial

variability for all variables for consistency. This definition

of abiotic novelty resembles the concept of climate

velocity (Loarie et al. 2009, Ordonez et al. 2014) but

represents a distinct axis of risk (Garcia et al. 2014): high

velocities pose risks to species unable to keep up, while

high novelty indicates regions of the world where rates of

change have pushed environments and ecosystems

beyond historical ranges of variation (Mora et al. 2013).

We measured both local change and global novelty.

Local change is the SED calculated when i ¼ j, i.e., the

difference between future and baseline values of the same

grid cell. Global novelty was quantified by the minimum

SED (SEDmin) between future values of a grid cell and the

global pool of grid cell at the baseline. A SEDmin ¼ 0

indicates that a grid cell has an exact analog in the baseline

data. Increasing values of SEDmin indicate more dissim-

ilarity between a grid cell and its closest analog. Thus,

higher values of SEDmin correspond to higher novelty.

We obtained historical climate data from the Uni-

versity of Delaware Center for Climatic Research;

present climate data from the WorldClim data set

(Hijmans et al. 2005); and future climate projections

from an ensemble of 12 Earth system models for

Representative Concentration Pathway 6.0. Atmospher-

ic nitrogen deposition data were based on atmospheric

transport models of historical, present, and future

nitrogen deposition (Dentener 2006). Historical popula-

tion data were from HYDE (Goldewijk et al. 2011), and

projected populations (to AD 2025) were from the

Gridded Population of the World (available online)12 and

the United Nations. We interpolated or resampled all

data to a common resolution of 0.58. Data sources are

described in detail in the Appendix.

12 http://sedac.ciesin.columbia.edu/data/set/gpw-v3-population-
count-future-estimates
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The global assessment identified large areas with high

novelty due to abiotic factors and human populations

relative to the past (Fig. 4a), as well as widespread future

increases in novelty (Fig. 4b). Areas of high current

novelty relative to historical conditions were concen-

trated in the eastern United States, central Europe,

eastern Brazil, and parts of India, and China. Arctic

regions and northern Australia were secondary regions

of high novelty. The present distribution of areas of high

novelty was strongly influenced by human population

growth and rising atmospheric nitrogen deposition;

climatic changes had relatively small effects (Fig. 4c).

In the future, novelty relative to today will be

particularly high in East Africa, the Arabian Peninsula,

India, China, and Australia. In North America and

Europe, areas where novelty is already high will become

even more novel in the future. Future novelty in the

Arctic was projected to increase relative to current

novelty, primarily due to changes in precipitation.

Projected rates of temperature rise are large for the

Arctic with major implications for the structure and

functioning of Arctic ecosystems, but these future Arctic

temperatures have analogs elsewhere in the climate

system today (Williams and Jackson 2007). In contrast,

high future novelty in the tropics and subtropics is due

to temperature increases beyond the current global

range of temperature. Overall, temperature and nitrogen

deposition were the most important causes of future

novelty (Fig. 4d).

Our approach to quantifying novelty has some

limitations and our maps are intended to be illustrative,

rather than definitive, global-scale maps of levels of

current and future novelty. The most obvious limitation

is that not all ways in which environments and

ecosystems have been transformed can be easily

quantified, either because variables cannot be easily

measured now or were not measured during the

historical baseline or both. Our maps provide one view

of the global patterns of novelty in which novelty

accrues linearly, critical thresholds are not accounted

for, and the dimensions of novelty are additive and

equally weighted. Novelty analyses based on different

assumptions or other sets of variables likely would result

in different spatial distributions of novelty. For example,

novelty analyses based on seasonal temperature and

precipitation data tend to highlight the tropics as the

area of greatest future novelty (Williams et al. 2007,

Garcia et al. 2014), while some ecosystem models predict

a rise of novelty in ecosystems in the upper northern

latitudes due to the shifting intersection of rising

temperatures and stable insolation regimes (Reu et al.

2014).

Our assessment makes several important contribu-

tions. We advance prior work by moving beyond

climate-only analyses to quantify multiple dimensions

of novelty. Our analysis suggests that contributions of

climatic variables to contemporary novelty are small

relative to other anthropogenic variables, particularly

for the present (Fig. 4c). We also suggest that areas with

a high human footprint (Sanderson et al. 2002) are also

those where novelty is high relative to historical base-

lines. Our maps reinforce the point that novelty is

globally pervasive and varying only in degree. They

highlight major areas of novelty over the last century

and those expected for the next 50 years. More

generally, our approach provides a quantitative frame-

work that can be extended to map novelty in other

abiotic and biotic components of ecosystems depending

on which variable set is most appropriate for a given

scientific question or conservation challenge.

Implications of novelty for the science of ecology

Much of the debate among ecologists about novel

ecosystems and the Anthropocene center on questions of

conservation practice (Murcia et al. 2014, Wuerthner et

al. 2014, Corlett 2015), which we return to in the next

section. Here we ask instead the question: what can we

learn from this emerging new world in which we

ecologists find ourselves? From a scientific perspective,

novel conditions pose a great opportunity and a

profound challenge. On the side of opportunity, science

is the study of the unknown, and highly novel

ecosystems represent new frontiers of knowledge, offer

new systems for study, and hence create opportunities to

test ecological theories and develop new ones. On the

other side, the behavior of highly novel ecosystems can

be difficult to predict: abiotic novelty and resulting

biotic novelty can result in new forms of population and

species dynamics, new interactions among species, new

rates of ecosystem processes, and potentially new stable

states. Given this, it can be difficult to forecast the

behavior of highly novel ecosystems of which we have

little practical experience and for which there are only

limited empirical observations (Williams and Jackson

2007, Williams et al. 2013). Providing ecological

forecasts with a high information content and well-

constrained uncertainties is a fundamental societal

service of the ecological sciences (Clark et al. 2001),

and the ability of ecology to deliver this service is

challenged by an increasingly novel world.

However, while novelty poses a challenge for ecology,

the ecological sciences have already embraced the study

of novelty. The scientific literature is replete with studies

of the responses of ecological systems to novel

conditions: examples include the effects of elevated

atmospheric nitrogen on biodiversity and ecosystem

function (Dise and Wright 1995, Bobbink et al. 2010),

comparisons of native and nonnative species (Sax et al.

2005), the effects of elevated CO2 on plant physiology

(Ainsworth and Long 2004), and responses of species to

climates with no modern analog (Jackson and Overpeck

2000, Williams et al. 2001, Urban et al. 2012). Indeed,

many core ecological concepts come from, or were

strongly reinforced by, earlier studies of highly novel

ecosystems. Examples include the principles of old-field

succession (Cramer et al. 2008) and the trophic cascades
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caused by the introduction of nonnative species or loss

of apex predators (Estes et al. 2011). Ecology, as a

discipline, has benefited from the study of novelty in

ecological systems, and will continue to do so.

Abiotic and biotic novelty is now a global phenom-

enon, regardless of whether described based on the

indices of novelty that we used here (Fig. 4), distribu-

tions of anthromes (Ellis and Ramankutty 2008), human

footprint (Sanderson et al. 2002), or novel climates

(Williams et al. 2007, Mora et al. 2013, Garcia et al.

2014). Novelty offers an umbrella concept to concep-

tually link the many changes making ecosystems

FIG. 4. Global assessment of novelty in several dimensions of the abiotic terrestrial environment (a) at present relative to the
early 20th century, and (b) in the mid-21st-century relative to the present. The relative contribution of each of the four variables
used to measure novelty is shown (c) at present relative to the early 20th century, and (d) in the mid-21st-century conditions relative
to the present. Mapped values in (a) and (b) are minimum-dissimilarity scores, combined across annual temperature, precipitation,
atmospheric nitrogen deposition, and human population density. High dissimilarities indicate that a grid cell lacks close analogs in
the global set of terrestrial grid cells from the reference time period and thus that the environmental conditions there are highly
novel. Low minimum dissimilarities do not necessarily indicate no change, but rather that some close analog exists for that grid cell
in the reference time period, resulting in low novelty. Fig. 4 continues on facing page.
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uniquely different from the past. The concept helps push

ecology away from its traditional grounding in steady-

state assumptions and toward a recognition that we are

pursuing our science in a rapidly changing world, one

that is already quite different from the recent past, and

likely to become even more novel in the future.

Approaches such as the multivariate indices that we

demonstrated above offer tools to quantify the degree to

which abiotic and biotic novelty occurs in different

places. One key research question is to identify which

metrics provide the most meaningful indices of novelty.

A second is to better understand the relationship

between abiotic and biotic novelty, that is, to assess

where biotic novelty has increased the most in response

to which abiotic factors. And third, it is unknown how

rising novelty is related to other global ecological trends

such as biotic homogenization (McKinney and Lock-

wood 1999, Olden 2006, Martinez 2010). At one level,

rising novelty and homogenization are related: the

mixing of species lowers spatial heterogeneity in species

composition and genetic structure (homogenization)

while also creating species assemblages that differ

FIG. 4. Continued.
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strongly from historic assemblages (novelty). However,

new communities could also be highly homogenized, but

have a historic precedent, resulting in low novelty. We

do suspect that in most cases homogenization and

novelty will co-occur, but this needs further study.

Novelty in ecosystems provides an impetus and an

opportunity to reexamine existing theories and con-

ceptual frameworks and extend them to accommodate

the new world around us. For example, some theories of

community stability invoke mechanisms based on

coevolved relationships among species (Northfield and

Ives 2013). If this is true, then highly novel ecosystems

should be inherently less stable than historical ecosys-

tems. Aside from the challenge of defining stability, this

is a testable hypothesis, and one that could shed new

insights into community stability theories. More

broadly, can novelty rise to levels where major concepts

in ecology no longer hold? Or are highly novel

ecosystems merely new manifestations of well-under-

stood processes?

Studies of highly novel ecosystems have already

caused reexamination of the validity of some ecological

concepts, while strengthening others. For example, on

some islands, total species richness has increased, despite

extirpations of native species, when the number of

introduced species was higher than number of extirpa-

tions (Sax et al. 2002). Does this mean that species

richness for these islands is essentially an unbounded

quantity, with no saturation point, or with one that is

very high (Sax and Gaines 2008)? Or is there an

extinction debt still to be paid (Tilman et al. 1994),

and if so, how widely do timelines to extinction differ

among taxonomic groups?

Similarly, productivity–diversity theory predicts that

the removal of species and losses of biodiversity

degrades ecosystem functions such as primary pro-

ductivity (Tilman et al. 2001). This raises the question

of whether the opposite is true as well, i.e., if the

addition of nonnative plant species, and an overall

increase in plant richness, enhance certain ecosystem

functions? Intriguingly, some highly novel forests

characterized by a mixture of native and nonnative

species in Puerto Rico and Hawaii exhibit higher or

equivalent levels of above- and belowground biomass,

productivity, and nutrient turnover than less-novel

forests dominated by native species (Lugo and Helmer

2004, Mascaro et al. 2011). These results lend support

to the productivity–diversity hypothesis while extend-

ing it to highly novel ecosystems in which the

dominant phenomenon is the net addition, rather than

net loss, of species.

High levels of novelty have already offered rich lines

of inquiry for ecology. For example, urban ecosystems

have become major loci of ecological research (Grimm

et al. 2008) as have post-agricultural forests in New

England (Foster et al. 2003) and the tropics (Atkinson

and Marin-Spiotta 2015). The recognition that future

climates may lack modern analogs has raised the

question of realized vs. fundamental niches and whether

organisms living near the current thermal maximum of

global climates have fundamental niches that extend

beyond this maximum (Deutsch et al. 2008, Feeley and

Silman 2010). Furthermore, climate-analog and climate-

velocity analyses have identified where the speed and

direction of climate change may trigger highly novel

species mixtures (Webb 1986, Williams et al. 2001,

Burrows et al. 2011). Community ecology shows how

interspecific differences in competitive and dispersal

ability can result in no-analog communities (Urban et al.

2012).

Although novelty in ecosystems provides new oppor-

tunities for scientific discovery, it also challenges our

ability to forecast the future, especially when no-analog

conditions occur. The ‘‘no-analog problem’’ is partic-

ularly thorny for species distribution modeling (Fitzpat-

rick and Hargrove 2009) if empirical species–climate

relationships based on modern observations are used to

forecast the effects of future climate change on species

distributions and diversity (Elith and Leathwick 2009).

For example, estimates of climate-driven biotic attrition

in the tropics are highly sensitive to assumptions about

whether species fundamental niches extend beyond the

current range of climates (Feeley and Silman 2010), the

narrowness of thermal niches for tropical species, and

the dispersal capacity of organisms (Buckley et al.

2013). The recognition of future novelty and of the no-

analog problem is pushing the ecological sciences

forward in new directions. One is to advance the

development of mechanistic models that directly

represent ecological processes and thereby better

predict ecological dynamics for system states outside

the range of what can currently be observed (Kearney

and Porter 2009). Species distribution models are

increasingly being combined with other, more process-

based ecological models, such as more sophisticated

models of species dispersal, population demography,

and population genetics (Franklin 2010, Fordham et al.

2014). Other approaches to tackling novelty include the

study of species invasions and introductions to under-

stand how species adapt to environmental conditions

outside their native range (Early and Sax 2014), the use

of the geological record to study biological dynamics

during past periods of rapid and novel climates

(Williams et al. 2013), and experimental manipulations

designed to replicate key aspects of future no-analog

environments such as higher-than-present CO2, temper-

atures, and rates of nitrogen deposition (Ainsworth and

Long 2004). Increasingly, these diverse modeling,

experimental, observation, and paleohistorical lines of

evidence are being integrated together to build a

comprehensive understanding of biological dynamics

during periods of rapid change and rising novelty

(Dawson et al. 2011, Schimel et al. 2013), but much

remains to be done.

A more pessimistic view is that the behavior of highly

novel ecosystems may be fundamentally unpredictable
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due to irreducibility, i.e., when a complex system cannot

be predicted by a simplified model (Beckage et al. 2011).

Key modeling challenges include specifying the niche

characteristics of species under novel climates (Feeley

and Silman 2010), predicting the effects of new species

interactions (Blois et al. 2013), and parameterizing the

ability of organisms to modify their environment and

thereby construct their niches, moving into the ‘‘adjacent

possible’’ (Beckage et al. 2011). However, absolute

thermal limits have only been measured for a few taxa

(Deutsch et al. 2008), and for most species, the effects of

higher-than-present temperatures remain unknown. In

this perspective, maybe the only certainty is that the

future will be quite different from the present where

novelty is high.

In summary, from a scientific perspective, the

implications of highly novel ecosystems are paradoxical.

On one hand, the prospect of future novelty (Fig. 4b)

reduces the ability to confidently forecast future

ecological dynamics, and inform environmental policy

and management decisions. On the other hand, areas

that are already highly novel (Fig. 4a) offer new

opportunities to refine theory, collect observations,

and improve our forecasting ability. In a similar vein,

it is possible as a scientist to both be deeply concerned

by current trends such as rising extinction rates and

changing climates, yet be utterly fascinated by the

opportunity to study systems undergoing rapid changes

and moving into new states.

Implications of novelty for biodiversity conservation

Rapid rates of change all over the planet are often

the impetus to conserve, protect, and restore ecosys-

tems, and great strides have been made in safeguarding

species (Pimm et al. 2014), creating protected areas

(Radeloff et al. 2013), and restoring ecosystems

(Cottam and Wilson 1966). Novelty presents challenges

for conservation, however, that are different from

those that change alone poses. Indeed, much of the

debate about novel ecosystems has focused on the

implications for conservation (Kareiva et al. 2011,

Wuerthner et al. 2014) and restoration ecology (Hobbs

et al. 2009, 2013, Moreno-Mateos 2013, Murcia et al.

2014) with sometimes heated differences in opinion

(Woodworth 2013).

One proposed conservation approach is to protect

areas where novelty is low and restore those where

novelty is high (Woodworth 2013, Wuerthner et al.

2014). This approach certainly has merit, but protecting

areas of low novelty alone will not suffice. Because of the

continuum and pervasiveness of novelty, biodiversity

conservation too must employ a range of approaches.

Conservation cannot afford to give up on places where

novelty is high, and ignore when such places offer

conservation opportunities (Lugo 2012). Many ap-

proaches are already in the toolbox of conservation

biologists and remain essential, including the establish-

ment and maintenance of protected areas, species

reintroductions, incentives for sustainable management

of working landscapes, regulation to limit harm to

species and habitats, and education. However, conser-

vation will have to change in the face of novelty and the

concomitant challenges of managing and predicting the

behavior of ecosystems increasingly diverging from

historical baselines. Examples of such changes include

(1) managing species and ecosystems for adaptation to a

changing world, (2) developing adaptable conservation

regulations and policies, and (3) becoming more

explicitly experimental in conservation efforts. We

discuss these examples in more detail in the following

subsections.

Managing for adaptation

Species can adapt morphologically, physiologically,

and behaviorally to environmental change and all

species present today have adapted to past environ-

mental change. Threatened species may be able to adapt

behaviorally to highly novel ecosystems, and such

behavioral adaptation should be fostered. An excellent

example is the managed introduction of threatened

Peregrine Falcons (Falco peregrinus) into urban environ-

ments (Tordoff and Redig 2001). There is hardly an

environment more novel than the downtown urban

areas where Peregrines now chase Rock Pigeons

(Columba livia), a nonnative species. Peregrines’ use of

castles in Europe sparked the idea that other human

constructions may be suitable habitat for them, and the

introductions of peregrine falcons into cities were

successful because cities are similar in habitat structure

to Peregrines’ natural habitat and provide abundant

food resources. There may be many more opportunities

where the recovery and survival of threatened species

could be facilitated in highly novel ecosystems (Rodri-

guez 2006), especially when threatened species have high

behavioral plasticity.

Related to this is the suggestion that protected area

networks should be designed to be Noah’s Ark, not

Noah’s Vault. That is to say that the ultimate goal

should be for species to leave the ark at some point,

and that protected areas should safeguard species for a

while, not be forever their only refuge. In terrestrial

conservation planning, generally little attention is

given to how to design protected area networks in

order to maximize the benefits to highly novel

ecosystems in which they may be embedded. Instead,

the focus is to maintain populations within protected

areas, and to improve connectivity among them. When

the surroundings of protected areas are taken into

account, it is typically in terms of the threats posed to

the protected areas (Hansen and DeFries 2007,

Radeloff et al. 2010). As novelty rises, it becomes

even more important to identify opportunities for

species to adapt to adjacent habitats and to make this

an explicit part of conservation planning (Knight and

Landres 1998).
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Adaptable conservation regulations and policies

Much of the regulatory framework for conservation
is based on the assumption that ecological conditions

are static, or that habitat can return to a prior stage
after a disturbance ends or threat is abated. Where

novelty is high, this may not be the case, and that may
require laws, regulations, and management plans that

are inherently adaptable without weakening the essen-
tial protections that they provide (Ruhl 2008, Craig

2010).
For instance, the Endangered Species Act (ESA) is

one of the most powerful biodiversity conservation
laws in the United States because it prohibits take (i.e.,

the killing, capture, or harm) of threatened and
endangered species. However, a federal agency can

issue a long-term permit that allows take if there is an
approved plan for mitigation activities (Bernazzani et

al. 2012). A ‘‘no surprises’’ policy assures landowners
that no additional mitigation will be required even if

unforeseen circumstances arise. Highly novel ecosys-
tems make it quite likely that unforeseen circumstances

will occur, making the ESA less effective. However,
making the act more adaptable entails a strong risk that
this would open the door to its weakening. The

challenge is how to design regulatory frameworks that
provide both strong protection and the ability to adapt

to the unexpected surprises associated with rising
novelty.

Unfortunately, recent trends in conservation policy
may make it harder to adapt to high levels of novelty.

One of these trends is the switch from land protection
via outright purchase of land to the purchase of

conservation easements on private lands that restrict
future development and other land uses (Rissman et al.

2015). Conservation easements are popular for good
reasons: purchasing only some of the rights is cheaper,

and creates conservation opportunities when land-
owners are unwilling to sell their land but agreeable

to easement restriction on their land use. The drawback
is that perpetual easements inherently assume no

change by fixing certain purposes, rights, and restric-
tions in perpetuity, often without identifying processes
for changing these terms (Rissman et al. 2015).

Furthermore, conservation easements confer only
partial property rights, so land management agencies

have much less discretionary authority on how to
manage the land (Rissman et al. 2015). Hence, the lack

of flexibility and the lack of discretionary authority may
make current easements ineffective where novelty is

high.
Appropriately nested governance is critical for build-

ing regulatory and policy frameworks that can accom-
modate novelty (Dietz et al. 2003). Federal regulation

can be a powerful safeguard against conservation
threats, but federal laws are most straightforward when

aimed at easy targets, such as point-source pollution,
and many of the easy targets have been reached.

Moreover, federal regulations are difficult to customize

to local conditions, and can be slow to change as novelty

rises. Local governance is typically much more adaptive,

flexible, and iterative, and community-based efforts can

provide critical knowledge and support to achieve

behavioral change and conservation outcomes. How-

ever, relying only on local governance and communities

will inevitably produce an uneven distribution of

conservation efforts, and may not suffice when outside

economic interests are strong. This is why nested

governance is important, and there is a need to

synchronize the scales of governance and rising novelty

to learn and adapt in a timely fashion (Cash and Moser

2000).

Long-term adaptive management and experimentation

Given difficulties to predict the trajectories of highly

novel ecosystems and appropriate management re-

sponses, there is a critical need for more experiments

to test management actions, monitor their effects, and

learn from natural experiments (NRC 2013). Adaptive

management provides strong precedent (Walters and

Holling 1990), but more needs to be done. In particular,

given that climate change and its effects will take

decades to unfold, there needs to be a commitment to

long-term experiments with alternative management

strategies, and thorough monitoring.

One example is to adopt an explicitly experimental

approach to the management of protected areas and the

matrix surrounding protected areas. We see a continued

need to limit changes in some protected areas, especially

those that harbor endemic species at risk of extinction

with no viable relocation options, or ecosystems that are

not found anywhere else (Prendergast et al. 1993).

However, resources are lacking to limit change every-

where. One experimental design would be to vary

approaches among and within protected areas, so that

some protected areas are heavily managed to maintain

the status quo, whereas others are not managed at all

and other receive experimental management treatments

to facilitate the transition of ecosystems along desired

trajectories. Which areas would receive which treatment

should be based upon current and future gradients in

novelty.

Similarly, it is difficult to predict which species can

persist in areas where abiotic novelty is high, and where

changes may make current ranges unsuitable for many

populations and species (Schwartz et al. 2012). This

means that judicious experiments with assisted migra-

tion may be necessary to assess which species may be

able to occupy highly novel ecosystems. Experiments

with assisted migration, also referred to as managed

relocation or assisted colonization, pose risks, including

those that are associated with the introduction of

nonnative species. However, fragmented landscapes

ironically may provide an opportunity for experiments

regarding assisted migration, because fragmentation can

limit the potential spread of relocated species, making

experimentation less risky.
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CONCLUSIONS

We have no time for short-cuts

—German mountaineering proverb

The study of novelty in ecosystems represents

ecology’s grappling with the concept and implications

of the Anthropocene, i.e., the recognition that humans

have altered the world so much that humanity’s

collective activities may be now on the scale of geological

forces (Marsh 1874, Steffen et al. 2011). Novelty, already

high in many places, is likely to rise even further over the

next hundred years. Our novelty now will be history for

ecologists of the future; much of what seems new and

strange now will become commonplace.

Measuring novelty, making the best forecasts possible

of future environments and ecosystems, and identifying

appropriate management responses for different levels

and types of novelty will be major challenges for applied

ecology and conservation for decades to come. Meeting

this challenge will require advances in the science of

ecology, creative new management and regulatory

approaches, and critical reflection on the ethical

implications of novelty (Callicott 2002, Minteer and

Collins 2010) that can provide ‘‘guidance for meeting

ecological situations so new or intricate . . . that the path

of social expediency is not discernable to the average

individual’’ (Leopold 1949).

Ecology and conservation find themselves in an

increasingly novel world. This can be deeply unsettling,

and abiotic and biotic novelty challenges both the

science of ecology and the practice of conservation at its

core. As scientists, rising abiotic and biotic novelty

offers new systems to study, systems that are on

trajectories where they have no analog in the recent

past, or even in deeper evolutionary history. As

conservationists, we have to redouble our efforts to

protect the last great places, while realizing that such

protection alone will not suffice, and that we must be

creative about conservation approaches along the entire

continuum of novelty. Neither cities nor protected

wildlands, nor any of the places in between, can be

sustained if the whole landscape in which they are

embedded is not sustainable (Meine 2014). The rise of

novelty is one of the great overarching challenges and

opportunities for our generation of ecologists and

conservationists. Simply ignoring novelty and wishing

it was not there is not a solution, nor is the

indiscriminate embrace of novelty, as tempting as both

of these short-cuts may be.
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