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Abstract

Natural resource amenities may be an attractor as people decide where they will live and invest in property.
In the American Midwest these amenities range from lakes to forests to pastoral landscapes, depending on
the ecological province. We used simple linear regression models to test the hypotheses that physiographic,
land cover (composition and spatial pattern), forest characteristics, land use on undeveloped land, public
ownership, soil productivity and proximity to urban centers predict changes in population, housing, and
seasonal housing densities over a 10-year interval (1980–1990). We then generated multiple-regression
models to predict population, total and seasonal housing density change in the most recent decade (1990–
2000) based on ownership and ecological conditions in 1990 and tested them by comparing the predictions
to actual change measured by the US Census Bureau. Our results indicate that the independent variables
explained between 25 and 40% of the variability in population density change, 42–67% of the variability of
total housing density change, and 13–32% of the variability in seasonal housing density change in the
1980s, depending on the province. The strength of the relationships between independent and dependent
variables varied by province, and in some cases the sign varied as well. Topographic relief was significantly
related to population growth in all provinces, and land cover composition and the presence of water was
significantly related to total housing growth in all provinces. There was a surprisingly limited association of
any of the independent variables to seasonal housing growth in the northern province, which is commonly
perceived to attract seasonal use because of ecological amenities. Proximity to urban centers is related to
population and housing density change, but not seasonal housing density change. Our tests indicated that
models for population density change showed some utility, but the models for total and seasonal housing
density generally performed poorly. Ecologic variables were consistently poor at predicting seasonal
housing density change. Our results show that environmental characteristics appear to have some influence
on the spatial distribution of population and housing change in the Midwest, although other factors that
were not modeled are clearly dominant.
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Introduction

Because of the long-term trends of population
deconcentration in the US, human population and
housing density have changed markedly across the
American Midwest over the last several decades
(Long and Nucci 1997; Hammer et al. 2004).
While much of this change has occurred at the
ever-broadening outlying fringe of metropolitan
areas, not all population growth can be charac-
terized as suburban sprawl (McGranahan 1999;
Radeloff et al. 2001, in press; Hammer et al. 2002,
2004; Potts et al. 2004) (Figure 1). Previous studies

have shown that changes in population and
housing development patterns are proximately
determined by socio-economic factors (Wear and
Bolstad 1998; Ahn et al. 2000; Gobster et al. 2000).
This study focuses primarily on the environmental
determinants (natural amenities) of those changes
within the seven states of the Midwestern US
(Minnesota, Wisconsin, Michigan, Iowa, Mis-
souri, Illinois and Indiana). Typically, natural
amenities evolve around human aesthetic percep-
tions associated with forests and open space, water
(lakes, rivers and coastline), topography (moun-
tains, canyons, and hills), and climate (Marcouiller

Figure 1. Spatial distribution of changes in population, total housing and seasonal housing density, by decade.
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et al. 2002). We do not attempt to replicate the
comprehensive, socio-economic equilibrium-based
models of county population growth developed by
Carlino and Mills (1996) and expanded upon by a
variety of other studies (Boarnet 1998; Rey and
Montouri 1999) including the incorporation of
natural amenities (Henry et al. 1997, 2001; Deller
et al. 2001). Instead, our models uniquely focus on
the environmental factors that influence changes in
population and housing density and the variation
of that influence across ecological regions. Because
proximity to urban centers is a dominant driver of
population and housing growth (So et al. 2001;
McGranahan and Beale 2002), we include it in our
models to allow meaningful assessment of the
significance of environmental factors.

Natural amenities are thought to be an impor-
tant factor considered by people when they decide
where they will live, or where they will invest in
vacation or retirement property (Stewart and
Stynes 1994; McGranahan 1999). This appears to
be particularly true in the northern and southern
portions of the Midwest, where lakes and forests
serve as a powerful attractor, providing scenic
beauty, abundant recreational opportunities and a
clean environment (Schnaiberg et al. 2002). How-
ever, it is not clear to what extent each of these
features is driving population and housing growth,
nor if the determinants of change are uniformly
distributed across the region. To predict future
changes, and to develop policies to guide future
change, the factors that lead to changes must first
be identified by studying recent change (Gobster
et al. 2000). This knowledge can be used to develop
predictive models that can be tested against
changes that are now occurring.

Three distinct ecological provinces (Keys et al.
1995) intersect the Midwest. The Laurentian
Mixed-Forest Province covers the northern por-
tions of Minnesota, Wisconsin and Michigan, the
Prairie Parkland (temperate) Province is roughly
synonymouswith the ‘corn belt’ region of Iowa, and
Illinois, and the Eastern Broadleaf Forest Province
covers the remainder of the region. Because the
distribution of land use and ecological characteris-
tics vary greatly among these provinces, the
importance and relative value of ecological ameni-
ties may differ among provinces. While some
amenities are universally valued, their relative
importance may vary by province. Other specific
amenitiesmay be important only in some provinces.

The objectives of our study were to: (1) test the
hypothesis that change (between 1980 and 1990) in
population density, total and seasonal housing
density at the county level is related to the eco-
logical conditions there, (2) assess the relative
importance of various ecological factors for
attracting people to an area (as primary or sea-
sonal residents), (3) determine if the importance of
specific ecological determinants of change varies
by ecological province, (4) develop models to
predict future change in population, housing and
seasonal housing density, and (5) test the models
by predicting change between 1990 and 2000.

Methods

The study area was stratified by the three ecolog-
ical provinces (Keys et al. 1995) comprising the
region (Figure 2), and each hypothesis was tested
separately for each province. We selected counties
as the unit of analysis because they provide a much
finer geographic scale than states and their
boundaries did not change between 1980 and 2000,
unlike other fine-scale geographies such as
municipalities and census tracts. We assigned
each county to the province containing the great-
est proportion of its area (Eastern Broadleaf
Forest Province n = 322; Laurentian Mixed For-
est Province n = 97; Prairie Parkland Province
n = 224). Seven counties in the ‘bootheel’ of
Missouri, falling primarily in the lower Mississippi
Riverine Forest Province, were excluded from the
study. Because the factors driving change in pop-
ulation, total and seasonal housing density may
operate at a scale larger than provinces, we also
tested each hypothesis for the entire study area.

Data

We used simple linear regression models to test the
hypotheses that physiographic characteristics, land
cover (composition and spatial pattern), forest
characteristics, land use on undeveloped land,
public ownership and soil productivity can each be
used to predict relative changes in population,
housing, and seasonal housing density from 1980
to 1990 (Table 1, Figure 1). We excluded variables
that may be important at a national scale, but are
less so at a regional scale (e.g., mean temperature,
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summer humidity, McGranahan 1999). Popula-
tion, permanent housing, and seasonal housing
data were obtained from the US Census Bureau.
Seasonal homes were defined as housing units that
are vacant at the time of the census (April 1) and
held for occasional use. The physiographic vari-

ables were derived from USGS Digital Elevation
Models (DEM) and USGS Land Use Data Anal-
yses (LUDA) data, among other sources. The land
cover composition was derived directly from
LUDA. The LUDA vector format maps were
converted to a 30 m grid for compatibility with

Table 1. Dependent variables and the sign of the expected relationship with each independent variable, by ecological province.

Variable Population/housing Seasonal housing

Physiographic

Index of topographic relief +/� +

Density of shoreline (lakes and major rivers) (km/km2) + +

Soil capability class � �
Land cover composition

% forest, including forested wetlands + +

% agriculture � �
% wetlands + +

Ratio of forest to agriculture (area) + +

Land cover configuration

GISfrag (m) + +

Contagion (% of maximum possible) +/� +/�
Forest characteristics

% of forest in sawtimber size class + +

Ownership characteristics

% of forest in public ownership + +

% of locality in reserved statusa +/� +/�
Proximity to urban centers

Distance to small (0.654–105 people) city (km) � +/�
Distance to medium (105–106 people) city (km) � +

Distance to large (>106 people) city (km) � +

When the expected sign was unclear, two-tailed hypothesis tests were conducted.
aPercent of the land in a county and all adjacent counties in a formal reserve status.

Figure 2. Map of the study area showing county boundaries (lines) and ecological provinces (shading).
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National Land Cover Dataset (NLCD) land cover
maps (derived from TM imagery), which were
used in the model-testing phase of the study.
Forest and ownership characteristics were derived
from summaries of all USDA Forest Service
Forest Inventory and Analysis (FIA) plots in each
county. FIA survey crews inventory the trees and
determine the ownership type for each plot. Be-
cause we hypothesized that people value the pres-
ence of publicly owned land, or land set aside from
development (reserved) in a county, we calculated
the percent of the area of each county owned by
public agencies and the percent in a formal reserve
status. Prior to 2000, FIA crews collected forest
characteristics data in each state at approximately
13-year intervals. For FIA inventories for which
the nominal dates differed from those used in our
study (1980 or 1990), we interpolated values from
the two inventories on either side of the date used
(Table 2), which assumes a constant rate of change
within counties over a span of 10–15 years. Long-
term FIA monitoring in the region suggests that
this is a reasonable assumption (T. Schmidt, per-
sonal communication, April 2002). Two indices of
topographic relief were calculated from the USGS
1:250,000 digital elevation model (DEM); the
range of elevations sampled on a 3 · 3 arc-second
grid (USGS 1990) within each county, and the
coefficient of variation (standard deviation/mean)
of elevations. Density of shoreline was calculated
as the ratio of the length of shoreline measured in
kilometers to the land area measured in square
kilometers. A square root transformation of
shoreline density was used to make the relation-
ship between shoreline density and the dependent
variables more linear. A soil capability class index
representing the suitability of the soils for agri-
culture was calculated for each county from the
STATSGO dataset (US Department of Agricul-

ture 1994). We calculated the average proportion
of soils in each county that are in capability classes
1 and 2 (least limited soils) based on an area-
weighted average of the abundance of each capa-
bility class in each STATSGO mapping unit.

Land cover composition was computed directly
from the land cover maps. Land cover configura-
tion is commonly quantified using spatial pattern
indices. This was problematic for our study be-
cause our use of counties as analysis units had the
potential to introduce boundary effects. Most
patch-based indices are susceptible to boundary
effects, where the index value is affected by patches
that are truncated by map (county) boundaries
(Gustafson 1998). We selected indices that are the
least susceptible to boundary effects. To estimate
forest fragmentation, we used the GISfrag index
(Ripple et al. 1991). GISfrag represents the aver-
age distance of each forested pixel from the nearest
non-forest land cover pixel. Lower values of
GISfrag are found in more fragmented forests,
where pixels tend to be closer to an edge. We
minimized boundary effects by producing a region-
wide map of the distance of each forested pixel
from the nearest edge, and calculated the mean
GISfrag value of each county from that map.
Contagion quantifies adjacency relationships
among land cover classes, and was calculated from
the land cover maps using Fragstats 3.0 (McGa-
rigal and Marks 1995; McGarigal et al. 2002).
Contagion (C) measures both the intermixing of
different land covers and the spatial distribution of
land cover classes (dispersed or clumped), and is
given by

C ¼ 1þ
Xn

i¼1

Xn

j¼1
pij lnðpijÞ=2 lnðnÞ

where pij is the probability of land cover type i
being adjacent to land cover type j, and n is the
total number of land cover types on the landscape
(Li and Reynolds 1993). Low values of C result
when a cell tends to be adjacent to cells of a dif-
ferent land cover type.

Distance from each county seat to the nearest
urban center was calculated using three different
criteria to define an urban center, based on the
1990 census. Local market centers were defined as
cities with a population between 6500 and 100,000;
medium cities (metropolitan statistical areas) had a
population of 100,000 to 1,000,000; large cities

Table 2. Dates of FIA inventories used to interpolate forest

and ownership characteristics for 1980 and 1990.

State 1980 1990

Iowa 1974/1990 1990

Illinois 1985 1985/1998

Indiana 1967/1986 1986/1998

Michigan 1980 1980/1993

Minnesota 1977/1990 1990

Missouri 1976/1989 1989

Wisconsin 1983 1983/1996

Data prior to 1980 were not available for Illinois or Wisconsin.
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(consolidated metropolitan statistical areas) had a
population >1,000,000 (n = 8). Driving distances
were calculated between each county seat and the
centroid of the city based on the USGS Major
Roads of the United States DLG dataset using
ArcView 3.2a Network Analyst. We included cities
outside the study area when they were closer to
counties than cities within the study area.

Hypothesis tests

We used simple regression to test each hypothesis
for each independent variable (by province), test-
ing for slope parameters that were significantly
different from zero, using Table 1 to specify the
sign of the expected relationship, and determine
the number of tails for each hypothesis test. We
transformed the three dependent variables to
produce lognormal distributions, after adding 101
units to each measure to avoid negative values.
Because we made multiple comparisons (n = 15)
using the same data set, we applied a Bonferroni
adjustment to tcrit to ensure that the probability (a)
of committing a Type I error across all tests was
no more than 0.05. One-tailed tests were applied
when the sign of the relationship was part of the
hypothesis (Table 1); (ta/15, tcrit = 0.0033). Two-
tailed tests were conducted when the sign of the
relationship was not hypothesized; (ta/(2*15),
tcrit = 0.0017). We used t-values to test the
hypothesis that the slope coefficient for a variable
equals zero, and to determine the sign of the
relationship. The probability of a greater | t |-value
for each factor was used to assess the relative
importance of the factor for attracting people to
live in an area. We determined whether the rates of
population and housing density change varied by
province by including dummy variables for prov-
ince in the models, omitting a single province in
turn and testing if the coefficients for the remain-
ing provinces were significantly different from the
omitted province.

Fortin (1999) argued that data aggregated over
geographical space might violate the independence
assumptions of conventional linear models be-
cause ‘‘everything is related to everything else, but
near things are more related than distant things’’
(Tobler 1970, p. 236). Spatially autocorrelated er-
rors yield severely biased variance estimators and
in the case of positive autocorrelation, as would be

expected here, underestimation of variance and
overestimation of statistical significance (Griffith
1996). In the presence of spatial autocorrelation
and the misspecification of the standard regression
model caused by heteroscedasticity and/or corre-
lated error terms, there are two principal model
alternatives, the spatial error model (SEM) and the
spatial lag model (SLM). In the SEM, the spatial
autocorrelation pertains to the error term in the
model. The dependent variable is represented by y,
the independent variables by x, the regression
parameters are represented by a and bx, and the
spatially autocorrelated error term is represented
by u as follows (Anselin 1988):

yi ¼ aþ
Xk

j¼1
bxxi þ ui

The error term u is comprised of two compo-
nents:

ui ¼ q
Xn

j¼1
wijuj þ ei j 6¼ i

The familiar uncorrelated error term is e with
N(0, r2I). The spatial autoregressive error coeffi-
cient, q, is estimated for the wij elements of the
n · n positive and symmetric spatial weights
matrix, representing the specified spatial relation-
ship among observations. In the SLM, the spatial
autocorrelation pertains to the dependent variable,
y, and is formalized in a mixed regressive, spatial
autoregressive model, in which yj is a spatially-
lagged dependent variable and q, is the spatial
autoregressive coefficient (Anselin 1988):

yi ¼ aþ
Xk

j¼1
bxxi þ q

Xn

j¼1
wijyj þ ei j 6¼ i

The spatial autoregressive lag coefficient, q, is
estimated for the wij elements of the n · n positive
and symmetric spatial weights matrix, representing
the specified spatial relationship among observa-
tions. The coefficient q indicates the extent to
which variation in the vector y is explained by
neighboring values (LeSage 1997).

In our models, the spatial weights matrix was
expressed as a first-order spatial contiguity matrix
that delineates the neighborhood structure among
adjacent counties. In this specification, the ele-
ments wij of the unstandardized weights matrix are
1 when counties i and j are neighbors and 0 when
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they are not (Bailey and Gatrell 1995; Lee and
Wong 2001). We tested for spatial autocorrelation
in the residuals derived from the initial ordinary
least squares (OLS) models using Moran’s I
(Anselin 1988), and found that it was statistically
significant. We also tested for spatial autocorre-
lation in the residuals derived from the initial SEM
and SLM models using Morans I, and found that
they were not statistically significant, indicating
that both models adequately account for the spa-
tial autocorrelation in the data. Although Moran’s
I is the most commonly used procedure for
determining spatial autocorrelation, it is fairly
unreliable (Anselin and Rey 1991), and more
importantly for our purposes, does not provide
guidance in terms of spatial autoregressive model
selection between SEM and SLM. Based on Lag-
range multiplier tests (Burridge 1980; Anselin
1988), we selected the SLM as being more appro-
priate than the SEM with regard to the spatial
autocorrelation process present in the data and
overall model fit.

Predictive models

We constructed multiple-regression models pre-
dicting change in population, total and seasonal
housing density as a function of the significant
variables for each province, and for the entire
study area. When variables measuring a similar
ecological characteristic (Table 1) within each
county were highly correlated with each other, we
selected the variable most correlated with the
dependent variable, which also minimized collin-
earity within the model (as measured by the
regression variance inflation factor (Mendenhall
and Sincich 1989)). The R2-values of the models
were used to provide an indication of the impor-
tance of the independent variables in determining
population and housing change, compared to
economic, social and other factors that were not
modeled. We compared the final models for each
ecological province, looking for variables that
were significant in more than one province, and for
variables for which the strength of the relationship
(as indicated by the significance of the t-statistic)
varied by province, to understand how the eco-
logical characteristics driving population and
housing change may differ among ecological sub-
regions within the study area.

Testing the models

To test the multiple-regression models, we used
them to generate predictions of change in popula-
tion, total and seasonal housing density in the most
recent decade (1990–2000) based on ownership and
ecological conditions in 1990 (derived from
1990–1992 Landsat TM and FIA data). We then
compared those predictions to actual change as
measured by the 1990 and 2000 censuses. Forest and
landscape pattern characteristics in 1990 were esti-
mated from NLCD land cover maps derived from
TM imagery (Vogelmann et al. 2001). Patches
smaller than 16 ha (4 ha for urban and water) were
reclassified to the dominant land cover surrounding
each patch, to match the minimummapping unit of
the LUDAmaps used for 1980 land cover. We also
used a common road, water and wetland layer in
both maps, so that only changes in the location of
forest, agriculture and developed land (urban)
between the decades affected the analysis. Forest
characteristics and ownership patterns in 1990 were
interpolated fromFIAdata, using data available for
the year closest to 1990 for each state (Table 2). The
amount of water, shoreline and topographic relief
were assumed to be unchanged from the model
development data (ca. 1980).

We evaluated the three models (population, to-
tal housing and seasonal housing density) sepa-
rately by plotting the density observed in 2000 US
Census data against the density predicted by each
model, and tested the hypothesis that the slope =
1.0. The average magnitude of population and
housing change in the study area was not consis-
tent for the 1980s and the 1990s, with population
growth being greater in the 1980s and housing
growth being greater in the 1990s. The statistical
test of model utility is affected by these differences,
and we adjusted our predictions by the difference
in the average of each dependent variable for the
two periods examined (1980–1990 and 1990–2000)
for each province. Because this adjustment is quite
coarse, we did not jointly test the hypothesis that
the intercept was also 0.0 in our plots of the model
tests (Dent and Blackie 1979). Slopes different
than 1.0 imply an intercept different from 0.0.
Because the data used to estimate some indepen-
dent variables for model development and model
testing were derived from different data sources
(LUDA vs. NLCD), some prediction error was
expected to result from measurement error of the
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input values. Model tests were therefore conser-
vative (i.e., if the models have predictive value
even in the face of this error, they can be consid-
ered relatively robust).

Results

We found significant spatial autocorrelation in the
OLS model residuals for all independent variables
(a = 0.05), and based on Lagrange multiplier
tests, we fit the SLM for all tests of hypotheses. In
addition to the all-provinces model reported be-
low, we estimated models that included dummy
variables for province. The coefficients for the
province dummy variables were all significant
(a = 0.05), except for a lack of difference in
population growth between the Laurentian and
Broadleaf Provinces. The significance of these

province dummy variables indicates that even
when controlling for the significant ecological
determinants, the provinces were still significantly
different from one another on all three dependent
variables. Our tests of hypotheses using the indi-
vidual province models demonstrated that the
relationships between independent and dependent
variables also vary by province, and that popula-
tion, housing and seasonal housing densities re-
sponded to somewhat different ecological factors
in each province.

Change in population density

Environmental factors were significantly related
to population change between 1980 and 1990
(Table 3). Eleven of the 15 predictor variables
were significant across the study area, and one

Table 3. Results of hypotheses tests about the relationship between the change in population density (1980 and 1990) and the

independent variables. t-Values take the sign of the slope estimate, and test the hypothesis that the slope coefficient for the variable

equals zero. Significant relationships are indicated by bold type, with tcrit adjusted using the Bonferroni method, and dependent on the

number of tails tested (Table 1).

Independent variable Broadleaf

Province

(n = 322)

Laurentian

Province

(n = 97)

Prairie Province

(n = 224)

All provinces

(n = 643)

t Pr >|t| t Pr >|t| t Pr >|t| t Pr >|t|

Physiographic

Index of topographic relief a 3.34 0.0009 �3.60 0.0005 3.58 0.0004 3.95 0.0001

SQRT Density of shoreline 7.24 <0.0001 �1.73 0.0876 2.62 0.0094 8.40 <0.0001

Soil capability class �4.16 <0.0001 �1.89 0.0620 �0.57 0.5683 �6.07 <0.0001

Land cover composition

% forest 3.74 0.0002 �1.86 0.0657 1.99 0.0480 5.45 <0.0001

% agriculture �2.84 0.0048 1.68 0.0952 �3.05 0.0025 �6.13 <0.0001

% wetland 0.69 0.4930 �1.27 0.2078 �0.02 0.9859 2.96 0.0031

Ratio of forest to agriculture 1.49 0.1366 �2.98 0.0037 1.44 0.1526 �2.47 0.0136

Land cover configuration

GISfrag (m) 2.24 0.0254 �2.77 0.0067 2.02 0.0444 1.15 0.2509

Contagion �5.17 <0.0001 �2.13 0.0360 �4.10 0.0001 �14.24 <0.0001

Forest characteristics

% of forest in sawtimber size class 0.45 0.9638 �0.76 0.4469 1.13 0.2581 �0.68 0.4948

Ownership characteristics

% of forest in public ownership 0.55 0.5841 0.52 0.6018 0.48 0.6338 3.28 0.0011

% of locality in reserved status 1.24 0.2175 �2.55 0.0125 3.55 0.0005 �0.90 0.3675

Proximity to urban centers

Distance to small (0.654–105 people) city (km) �2.61 0.0095 1.58 0.1172 �6.81 <0.0001 �4.07 <0.0001

Distance to medium (105–106 people) city (km) �3.77 0.0002 �0.26 0.7963 �7.45 <0.0001 �5.44 <0.0001

Distance to large (>106 people) city (km) �4.34 <0.0001 �2.68 0.0086 �6.28 <0.0001 �7.73 <0.0001

aThe range in elevation within a county was used except for the Prairie Province, where the coefficient of variation of elevations within

a county was used.
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additional variable was significant in an individ-
ual province. In the Broadleaf Province popula-
tions declined in counties with productive soils
and greater contagion of land cover, and in-
creased in counties with more topographic relief,
forests and water. In the Laurentian Province,
populations grew more in counties with less var-
ied terrain. In the Prairie Province, populations
tended to grow more rapidly in counties with
more topographic relief, and declined in agricul-
tural counties and those with greater contagion of
land cover. Faster growing counties also had a
higher proportion of reserved land. When all
provinces were combined, most explanatory
variables were significant. The strongest rela-
tionships were with contagion, several land cover
composition variables, soil capability and shore-
line density. The relationships with proximity to

urban center variables were significant for the
Broadleaf and Prairie Provinces, but not the
Laurentian Province.

Change in total housing density

Environmental variables also showed significant
relationships with housing density change from
1980 to 1990 (Table 4). In the Broadleaf Province
housing growth was greatest in counties where
forests and water are abundant, where the ratio of
forest to agriculture is greater, and where terrain is
varied. Counties with the most productive soils
and a high proportion of agriculture had less
housing growth. In the Laurentian Province,
housing growth was greatest where water is most
abundant, and least where soil capability and

Table 4. Results of hypotheses tests about the relationship between the change in total housing density (1980 and 1990) and the

independent variables. t-Values take the sign of the slope estimate, and test the hypothesis that the slope coefficient for the variable

equals zero. Significant relationships are indicated by bold type, with tcrit adjusted using the Bonferroni method, and dependent on the

number of tails tested (Table 1). Probability estimates indicated with an asterisk are not significant because the sign was different than

hypothesized.

Independent variable Broadleaf

Province

(n = 322)

Laurentian

Province

(n = 97)

Prairie

Province

(n = 224)

All provinces

(n = 643)

t Pr >|t| t Pr >|t| t Pr >|t| t Pr >|t|

Physiographic

Index of topographic relief a 4.14 <0.0001 �1.21 0.2289 4.32 <0.0001 5.87 <0.0001

SQRT Density of shoreline 10.24 <0.0001 4.98 <0.0001 8.80 <0.0001 20.78 <0.0001

Soil capability class �4.91 <0.0001 �3.79 0.0003 �0.80 0.4246 �9.48 <0.0001

Land cover composition

% forest 4.99 <0.0001 2.75 0.0071 4.38 <0.0001 14.65 <0.0001

% agriculture �3.87 0.0001 �3.2 0.0018 �6.58 <0.0001 �14.81 <0.0001

% wetland 2.66 0.0082 �0.51 0.6109 4.63 <0.0001 2.56 0.0108

Ratio of forest to agriculture 3.05 0.0025 0.19 0.8508 4.71 <0.0001 4.15 <0.0001

Land cover configuration

GISfrag (m) 3.54 0.0005 0.58 0.5633 4.55 <0.0001 9.40 <0.0001

Contagion �5.37 <0.0001 1.02 0.3117 �6.96 <0.0001 �7.61 <0.0001

Forest characteristics

% of forest in sawtimber size class �1.40 0.1619 �0.79 0.4323 1.24 0.2154 �3.03 0.0025

Ownership characteristics

% of forest in public ownership 1.18 0.2372 2.06 0.0420 4.71 <0.0001 10.42 <0.0001

% of locality in reserved status 1.33 0.1856 �0.03 0.9733 3.53 0.0005 3.99 0.0001

Proximity to urban centers

Distance to small (0.654–105 people) city (km) 1.47 0.1417 4.26 <0.0001* �5.37 <0.0001 3.97 <0.0001*

Distance to medium (105-106 people) city (km) �0.33 0.7383 3.23 0.0017* �4.73 <0.0001 4.70 <0.0001*

Distance to large (>106 people) city (km) �1.51 0.1319 1.97 0.0518 �4.64 <0.0001 2.38 0.0177

aThe range in elevation within a county was used except for the Prairie Province, where the coefficient of variation of elevations within

a county was used.
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agriculture are high. In the Prairie Province,
housing growth was higher in counties where
topographic relief, water, wetlands and forest are
relatively abundant, and where the ratio of forest
to agriculture is high. Counties with a relatively
high proportion of forest in public ownership and
reserved status experienced greater housing
growth. In the Broadleaf and Prairie Provinces,
the relationship of population change with conta-
gion and fragmentation had opposite signs.
However, both provinces have large areas where
the matrix is agriculture, and areas with larger and
more contiguous forests will show less contagion
of the agricultural matrix. The relationships with
proximity to small and medium urban center were
significant for the Laurentian and Prairie Prov-
inces, but the sign of the relationship was opposite
that expected in the Laurentian Province. When

the provinces were combined in one model, all
variables but wetland abundance and distance to
large cities were significant. The strongest rela-
tionships were with land cover composition vari-
ables, forest fragmentation, shoreline density and
percent of forest in public ownership.

Change in seasonal housing density

The results of each hypothesis test concerning
change in seasonal housing density between 1980
and 1990 varied by province (Table 5). In the
Broadleaf Province seasonal housing growth was
positively related to the presence of water and to
topographic relief. The negative association with
contagion suggests that seasonal home location
may be related to a greater interspersion of land

Table 5. Results of hypotheses tests about the relationship between the change in seasonal housing density (1980 and 1990) and the

independent variables. t-values take the sign of the slope estimate, and test the hypothesis that the slope coefficient for the variable

equals zero. Significant relationships are indicated by bold type, with tcrit adjusted using the Bonferroni method, and dependent on the

number of tails tested (Table 1).

Independent variable Broadleaf Prov-

ince (n = 322)

Laurentian

Province

(n = 97)

Prairie Province

(n = 224)

All provinces

(n = 643)

t Pr >|t| t Pr >|t| t Pr >|t| t Pr >|t|

Physiographic

Index of topographic relief a 2.99 0.0030 0.98 0.3295 2.75 0.0064 5.58 <0.0001

SQRT Density of shoreline 7.93 <0.0001 1.48 0.1423 6.93 <0.0001 14.70 <0.0001

Soil capability class �2.62 0.0091 0.52 0.6065 �1.14 0.2537 �5.94 <0.0001

Land cover composition

% forest 2.47 0.0141 1.92 0.0573 3.89 0.0001 9.95 <0.0001

% agriculture �1.13 0.2587 �1.81 0.0729 �4.58 <0.0001 �9.64 <0.0001

% wetland 4.90 <0.0001 1.23 0.2206 4.74 <0.0001 6.50 <0.0001

Ratio of forest to agriculture 1.61 0.1077 0.48 0.6297 3.86 0.0001 2.63 0.0086

Land cover configuration

GISfrag (m) 2.17 0.0306 1.54 0.1271 4.38 <0.0001 8.96 <0.0001

Contagion �4.05 0.0001 1.91 0.0592 �5.09 <0.0001 �7.40 <0.0001

Forest characteristics

% of forest in sawtimber size class �0.25 0.7999 0.06 0.9522 2.02 0.0446 �1.76 0.0787

Ownership characteristics

% of forest in public ownership 1.34 0.1821 �0.13 0.8959 3.09 0.0023 7.37 <0.0001

% of locality in reserved status �0.35 0.7255 1.28 0.2044 1.93 0.0543 3.32 0.0009

Proximity to urban centers

Distance to small (0.654–105 people) city (km) 2.40 0.0169 �0.88 0.3793 �0.51 0.6074 2.23 0.0264

Distance to medium (105–106 people) city (km) 2.01 0.0456 0.63 0.5310 0.76 0.4475 4.28 <0.0001

Distance to large (>106 people) city (km) 1.03 0.3026 0.80 0.4240 �0.47 0.6397 2.90 0.0039

aThe range in elevation within a county was used except for the Prairie Province, where the coefficient of variation of elevations within

a county was used.
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cover types within a county. In the Laurentian
Province, seasonal housing growth was not related
to any of the predictor variables studied. In the
Prairie Province, seasonal housing growth was
higher in counties where water, forests and wet-
lands were abundant, where land cover was less
fragmented, and in counties with a higher pro-
portion of forests in public ownership. When all
provinces are taken together, all ecologic variables
were significant except the ratio of forest to agri-
culture and the abundance of the sawtimber size
class. However, of the proximity variables, only
the distance to medium cities was significant. The
strongest relationships were with land cover com-
position variables, shoreline density, land cover
configuration and percent of forest in public
ownership.

Predictive models

The matrix of correlations among independent
variables (not shown) indicated that a number of
variables were highly correlated in all provinces.
These included proportion of forest, proportion
of agriculture, ratio of forest to agriculture,
indices of topographic relief, measures of forest
fragmentation and soil capability. These are not
spurious correlations. Forests commonly are
found on soils that are marginal for agriculture,
and where terrain makes other uses less attrac-
tive (Shands and Healy 1977; Foster 1992).
These geophysical conditions tend to be spatially
autocorrelated, so land uses tend to be clustered
at the county scale. To avoid multicollinearity in
our predictive regression models, we chose vari-
ables that reduced the variance inflation factor
(VIF) for the variables in the model (Mendenhall
and Sincich 1989). VIFs for all first-order vari-
ables included in the models were <0.6, and
most were <0.25. We also eliminated variables
that did not contribute significantly (a = 0.05)
to the model.

The SLM models predicting change in popula-
tion, total and seasonal housing density over a 10-
year period (1980 and 1990) are given below. The
coefficients predict the log-transformed values of
the dependent variables. Because we added 101 to
each dependent variable prior to transformation to
eliminate negative values, back transformation
requires subtracting 101 from the antilog of the

predicted density change. Because spatial auto-
correlation was significant (a = 0.05) in all mod-
els, we include the spatial lag coefficient (q). The
R2-values give an unbiased estimate of goodness-
of-fit of the SLM models.

Broadleaf Province

D population density = 3.50 + .024 spatial lag +
0.0062 SQRT (shoreline density) + 0.0019% for-
est�0.0024% forest publicly owned�0.0001 distance
to large city�0.0004 distance to medium city. R2 =
0.35.

D total housing density = 2.91 + 0.36 spatial
lag + 0.0107 SQRT (shoreline density) + 0.0024%
forest + 0.0060% wetland�0.0043% forest publicly
owned. R2 = 0.49.

D seasonal housing density = 3.81 + 0.13 spatial
lag + 0.0799 SQRT (shoreline density) + 0.0705%
wetland + 0.0008 GISfrag. R2 = 0.22.

Laurentian Province

D population density = 5.20�0.23 spatial lag�
0.0003 range in elevation + 0.0020% forest pub-
licly owned�0.0006 ratio forest:agriculture�0.00004
GISfrag. R2 = 0.25.

D total housing density = 3.54 + 0.25 spatial
lag + 0.0139 SQRT (shoreline density)�0.0026 soil
capability + 0.0012 distance to small city. R2 =
0.45.

D seasonal housing density = 4.75 + 0.13 spatial
lag + 0.0171% forest + 0.0466% wetland�0.0196%
forest publicly owned. R2 = 0.13.

Prairie Province

D population density = 3.73 + 0.22 spatial
lag�0.0010% agriculture � 0.0002 distance to large
city�0.0004 distance to medium city�0.0009 dis-
tance to small city. R2 = 0.40.

D total housing density = 4.01 + 0.16 spatial
lag� 0.0016% agriculture + 0.0090 SQRT (shore-
line density)�0.0001 distance to large city�0.0002
distance to medium city�0.0007 distance to small
city. R2 = 0.42.

D seasonal housing density = 4.28�0.02 spatial
lag + 0.1358 SQRT(shoreline density). R2 = 0.175.
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All provinces combined

D population density = 3.40 + 0.26 spatial lag +
0.0013% forest + 0.0032 SQRT(shoreline den-
sity)�0.0002 distance to large city�0.0002 distance to
medium city�0.0003 distance to small city. R2 =
0.36.

D total housing density = 2.84 + 0.37 spatial
lag + 0.0127 SQRT(shoreline density) + 0.0022%
forest –0.0001 distance to medium city. R2 = 0.67.

D seasonal housing density = 4.03 + 0.07
spatial lag + 0.0854 SQRT (shoreline density) +
0.0091% forest + 0.0715% wetland. R2 = 0.32.

Model testing results

In all provinces, both separately and combined,
the models for population density change showed
some utility (Figures 3a, 4a, c and e). The slope of
the relationship between predicted and observed
values of population density change was clearly
statistically equal to 1.0 for the Broadleaf
(Pr>F = 0.39) and Laurentian Province
(Pr>F = 0.61), and marginally equal to 1.0 for all
provinces combined (Pr>F = 0.04). The slope in
the Prairie Province was not statistically equal to
1.0 (Pr>F = 0.006), but it is positive (Figure 4e).
Conversely, none of the models for total (Fig-
ures 3b, 4b, d and f) and seasonal housing density
change Figure 3c, not shown by province) inspired
confidence. None of the plots had a slope statisti-
cally equal to 1.0, although tests of the models
predicting total housing density in the Broadleaf
and Prairie Provinces produced a positive, non-
zero slope (Pr>t<0.0001) (Figure 4b, f), sug-
gesting that the models have some predictive
power. Ecologic and proximity variables were
consistently poor at predicting seasonal housing
density change.

Discussion

Our hypothesis tests demonstrated that the chan-
ges (between 1980 and 1990) in population, hous-
ing and seasonal housing density in a county were
significantly related to ecological conditions, with
the significant variables varying by ecological
province. We found that 13–67% of the variability
in population, total and seasonal housing density

change could be explained by environmental
variables and proximity to urban centers,
depending on the dependent variable and the
province. We were able to generate predictive
models, but only those predicting population
density changes showed any utility. Because we
considered only environmental and proximity to
urban center variables as explanatory variables,
these are not comprehensive predictive models, but
they do suggest that environmental variables may
improve models that include a wider range of
driving factors.

Our results provide tests of specific hypotheses
that are based on the assumption that people make
choices about where to live and own seasonal
homes at least partly based on environmental
amenities. We generally assumed that people are
attracted to water, forests and landscapes with
diverse land uses. We also assumed that people
prefer natural-appearing forests, and so would
favor areas with less forest fragmentation and a
higher level of protection from development and
logging (Table 1). Proximity to urban centers was
assumed to favor population and total housing
growth, but that counties more distant from urban
centers would have more seasonal housing growth.
When a hypothesis was supported by the empirical
data, we interpret this to mean that our assump-
tion is not obviously faulty, but we must be cau-
tious in inferring a causal relationship between
environmental amenities and where people choose
to live and recreate. Such inferences require more
extensive evidence. However, where our tests of
models do show predictive ability in the sub-
sequent decade, our results can be viewed with
some confidence.

Taken in total, our results generally supported
our hypotheses that environmental amenities are
associated with changes in population density, but
we did not find evidence for a concurrent associ-
ation with total and seasonal housing density. This
result caused us to wonder if the poor relationship
with seasonal housing density may have clouded
the relationship with total housing density, but a
cursory examination of the relationship with pri-
mary residence density (not reported) gave results
similar to those for total housing density. R-
squared values of individual hypothesis tests sug-
gested that environmental amenities are better at
predicting changes in total housing density than
population density, but this was not borne out by

784



Figure 3. Plots of predicted change vs. observed change for all provinces combined in: (a) population density, (b) total housing density

and (c) seasonal housing density.
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the model tests. This inconsistency suggests that
while environmental characteristics have some role
in determining the distribution of people and
housing, other factors likely have a stronger role,
or that the relative importance of other factors
changed between decades. High growth in a
county in one decade may consume most of the
land with the most desirable characteristics. In
subsequent decades other counties with other
characteristics may become more attractive. Our
results also indicate that proximity to urban cen-
ters is not as dominant a factor in determining
population and housing growth as may be as-
sumed.

Understanding model shortcomings

Environmental determinants of change differ
among the provinces. This is not surprising given
marked differences in environmental conditions.
For example, topographic relief and forests are not
as common in the Prairie Province as elsewhere.
The values and expectations relative to environ-
mental amenities of people living in different
provinces may also vary, partly based on what
they are accustomed to, and on the amenities that
are commonly available in the province. The neg-
ative relationship between the dependent variables

and agricultural land cover reflects the widely re-
ported exodus of people from rural agricultural
counties. Conversely, seasonal housing growth
was highest in counties that were less urban. Water
was strongly associated with population and
housing growth in the Broadleaf and Prairie
Provinces, and forests only slightly less so. The
poor performance of models predicting seasonal
housing density is somewhat surprising, consider-
ing that seasonal housing decisions are affected by
environmental factors, though as Stewart and
Stynes (1994) note, many social factors are also
important in seasonal home location choice. The
relationship is weak even in the Laurentian Prov-
ince, which is most strongly dominated by natural
amenities of lakes and forests. Much of the
Laurentian Province has experienced a dramatic
increase in primary and seasonal housing density,
especially in ‘lakes districts’ (Radeloff et al. 2001,
in press; Hammer et al. 2004; Potts et al. 2004). It
may be that the ubiquity of natural amenities
makes it difficult to discover relationships because
variability in independent variables is relatively
low. Or perhaps the conversion of existing sea-
sonal homes to permanent housing, especially
driven by the first wave of baby boomer early
retirements during the 1990s, confounded our
analysis. We also speculate that the county may
not be the appropriate scale to model these effects.

Figure 4. Plots of predicted change vs. observed change for each province in population density and total housing density.
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For example, lakes are known to be an attractive
characteristic for seasonal housing location. But
people are not satisfied to buy a seasonal just
anywhere within a county having a lot of lakes;
they want to be on or at least very near a lake.
Accordingly, a finer spatial scale (e.g., township)
may be a more appropriate scale to model such a
relationship. Other variables that may be more
appropriately modeled at a finer scale include
topography, land cover composition, and forest
characteristics. However, variables of land cover
configuration, ownership and reserve status pat-
terns are not likely important at a finer scale, and
those found unimportant in our study may be
safely ignored in future studies.

Because landscape configuration variables were
highly correlated with the proportion of forest in a
county, it was difficult to distinguish the impor-
tance of landscape configuration compared to
landscape composition as a driver of change. Our
predictive models never included both proportion
of forest and a landscape configuration variable, to
avoid multicollinearity problems. In choosing
among several collinear variables, we struggled
with whether to select the one we thought was the
ultimate driver of amenity characteristics, or the
characteristic that is observable by people. For
example, forests often grow in locations with
marginal soil for agriculture, or on less accessible
terrain. Although soil capability may be driving
the extent and location of forests, people directly
observe the forests, not soil capability. We tended
to choose more observable characteristics.

Our model testing results Figures 3 and 4)
showed that some of the models have ability to
predict the relative amount of change (regression
lines show a significant slope), but do not accu-
rately predict the absolute magnitude of the
changes (scaling of the x and y axes are quite
different). Rates of population growth and hous-
ing growth are not stable, and can vary markedly
between decades Johnson and Fuguitt 2000;
Hammer et al. 2004; Radeloff et al. in press).
Although we attempted to correct for this differ-
ence, these attempts were unsuccessful. Our use of
percent change as a dependent variable resulted in
some large values in counties with an initially low
density of population or housing, but an analysis
of absolute change values (not presented) did not
produce better performing models. Nonetheless,
these problems are likely only a partial cause of the

models’ relatively poor performance. It is apparent
that ecologic variables are not powerful predictors
of population and housing density changes at this
scale, especially for seasonal housing.

Understanding drivers of change

Our results (R2-values) indicate that ecologic
conditions and proximity to urban centers
explained between 25 and 40% of the variability in
population density change, 42–67% of the vari-
ability of total housing density change, and
13–32% of the variability in seasonal housing
density change in the 1980s, depending on the
province. The remaining non-random variation is
presumably caused by economic and social factors,
which are the subject of companion studies. The
relatively strong relationship between ecologic
factors and population and total housing growth is
surprising, given the putative dominance of eco-
nomic and social factors in driving decisions about
where to live and work Johnson and Fuguitt
2000). Other studies found that environmental
amenities are associated with population change at
the national scale (McGranahan 1999). Our results
suggest that environmental conditions may play
some role in the spatial distribution of change at a
regional scale. The poor performance of our
models predicting seasonal housing density change
suggests that other factors are dominant, such as
past familiarity with an area (Stewart and Stynes
1994). When ecologic factors are included in more
comprehensive models that include economic and
social factors, we expect that the proportion of
variability explained by ecologic factors may
decrease, but remain significant.

Our results must be interpreted carefully in
terms of the causes of population and housing
density change. Are the changes observed driven
by environmental amenities, or are the current
amenities the result of a long-term trajectory of
past population changes? For example, in the
Prairie Province, do we see a positive relationship
between population growth and land in forest
reserves because people are being drawn to the
reserves, or because these areas have had steady
population growth in the past, and reserves were
established to protect forests from development? A
longer time series is required to answer this type of
question. Although our results cannot definitively
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identify the extent to which amenities drive
population and housing change, the fact that our
models have some predictive value suggest that we
can use these relationships to understand current
and future change. Although preferences for living
in more rural/natural settings have been stable
over several decades (Fuguitt and Zuiches 1975;
Fuguitt and Brown 1990), a next step for this
analysis might be a survey to determine if people
deciding where to live actually consider the specific
ecological factors that we found significant and if
those preferences vary across space.

Conclusions

Our study shows that environmental characteris-
tics and proximity to urban centers influence the
spatial distribution of population and housing
change across seven Midwestern states, although
other factors that were not modeled are clearly
dominant. Our results provide some insight into
which amenities are important at the county level,
but additional work at a finer scale (e.g., township)
is needed to elucidate this further. Our results
provide information that complements our current
understanding of the economic and social deter-
minants of changes in the distribution of popula-
tion and housing by documenting the effect of
specific environmental amenities. Our modeling
approach can also be applied to study economic
and social factors, and models combining all three
factors can provide a comprehensive tool to pre-
dict the distribution of future change.
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